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Node Features in Graphs

• Real-world graphs contain node features
• Activity logs of users in a social network
• Abstracts of papers in a citation network

• Many tasks on graphs require such features
• Node classification, link prediction, etc.
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https://www.shortstack.com/blog/best-social-networks-to-reach-specific-demographics



Feature Estimation

• Missing features are common in real graphs
• E.g., user nodes with private profiles

• Feature estimation is essential to utilize node
features in large real graphs
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Problem Definition

• Given
• An undirected graph 𝐺 = 𝒱, ℰ
• Node feature 𝐱! for some nodes in 𝒱" ⊂ 𝒱

• 𝐱! can be either discrete or continuous vectors
• (Optional) node labels 𝑦! for nodes in 𝒱# ⊆ 𝒱

• Discrete labels are often easier to acquire than 𝐗
• They provide additional information to 𝒱 ∖ 𝒱"

• Predict
• Unknown feature 𝐱$ for nodes in 𝒱 ∖ 𝒱"

08/17/2022 Jaemin Yoo (CMU) 5



Outline

• Introduction
• Proposed Approach

• Motivation
• Main Ideas
• Model Architecture

• Experiments
• Conclusion

08/17/2022 Jaemin Yoo (CMU) 6



Dual Estimation

• We formulate the problem as maximizing

𝑝% 𝐗, 𝐲 𝐀 with *𝐗, +𝐲 = ℱ 𝐀;Θ

• ℱ is our estimator, and Θ is the parameters

• That is, we use 𝐗 and 𝐲 as the estimation 
targets, not as inputs

• ℱ aims to predict 𝐗 and 𝐲 from 𝐀
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Variational Inference

• Q: How can we maximize 𝑝% 𝐗, 𝐲 𝐀 ?
• Run variational inference with latent var. 𝐙

• ℒ Θ is the evidence lower bound (ELBO) term
• Term 1 is the conditional likelihood of 𝐗 and 𝐲
• Term 2 is a regularizer on 𝑞% 𝒁 based on 𝑝 𝐙 𝐀
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Reconstruction Errors

• Term 1 of ELBO is the reconstruction error:

• 𝐙 introduces conditional independence
• Allows to separate the decoding of 𝐱! and 𝑦!
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KL Divergence Regularizer

• Term 2 of ELBO regularizes the dist. of 𝐙:

• 𝐷&' forces 𝑞( 𝐙 to be closer to 𝑝 𝐙 𝐀
• The effect of regularization is determined by how 

we choose the prior 𝑝 𝐙 𝐀
• Note that 𝑝 𝐙 𝐀 is assumed with no parameters
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Research Motivation

• Previous works ignore the correlations of 𝐙
• By 𝑞% 𝐙 = 𝒩 𝛍, diag 𝛔 and 𝑝 𝐙 = 𝒩 0, 𝐈&

• The correlations are essential in our case
• Since the graph itself represents the correlations 

between target and observed nodes
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Q1. How can we consider the correlations of 𝐙?
Q2. How can we run efficient and stable inference?
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Main Ideas

• Our main ideas for structured inference:
• Idea 1: GMRF-based prior of 𝐙

• To utilize the graph in probabilistic modeling

• Idea 2: Low-rank approximation
• To make tractable computation of the 𝐷'( term

• Idea 3: Unified deterministic inference
• To improve the stability and efficiency of inference

08/17/2022 Jaemin Yoo (CMU) 13



Idea 1: GMRF Prior (1/3)

• Idea 1: We model 𝑝 𝐙 𝐀 as Gaussian MRF
• To utilize the structure 𝐀 in probabilistic modeling

• GMRF computes the joint probability as

• where 𝜓! and 𝜓!$ are node and edge potentials
⇒ Higher potentials make a higher probability 𝑝 𝐳
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Idea 1: GMRF Prior (2/3)

• The potential functions are defined as

• We set 𝐡 to zero for the zero-mean of 𝑝 𝐙 𝐀
• We set 𝐊 to the normalized graph Laplacian:

𝐊 = 𝐈 − 𝐃) ⁄+ ,𝐀𝐃) ⁄+ ,
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Idea 1: GMRF Prior (3/3)

• The GMRF prior allows us to write 𝐷&' as

• which includes 𝐊 as a structural regularizer

• When we parameterize 𝑞( 𝐙 = 𝒩 𝐔, Σ
• 𝐔 ∈ ℝ&×. and Σ ∈ ℝ&×& are generated from 𝑓
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Idea 2: Low-Rank 𝚺 (1/2)

• Q: How can we efficiently compute log Σ ?
• Naïve computation is 𝑂 𝑛/ due to Σ ∈ ℝ&×&

• Idea 2: We apply low-rank approximation
• We assume the low-rank structure of Σ as

Σ = 𝛽𝐈& + 𝐕𝐕0,

• 𝛽 > 0 is a hyperparameter for the diagonal terms
• 𝐕 ∈ ℝ&×1 is a new embedding matrix for Σ
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Idea 2: Low-Rank 𝚺 (2/2)

• We rewrite the log determinant as

• where 𝐈1 ∈ ℝ1×1 is the 𝑟 × 𝑟 identity matrix
• Its complexity is 𝑂 𝑟,𝑛 + 𝑟/ , where 𝑟 ≪ 𝑛
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Idea 3: Stable Inference (1/3)

• Idea 3: We improve the stability of inference
• By 1) unified and 2) deterministic modeling

• Obs. 3-1: 𝐔 and 𝐕 play similar roles in 𝐷&'
• 𝐔 and 𝐕 are used to model 𝑞% 𝐙 = 𝒩 𝐔, Σ

• 𝐔 ∈ ℝ#×% is for the mean
• 𝐕 ∈ ℝ#×& is for the covariance Σ = 𝛽𝐈# + 𝐕𝐕'

• Idea 3-1: To unify 𝐔 and 𝐕 as 𝐄 = 𝐔 = 𝐕
• In this way, we make one embedding matrix 𝐄
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Idea 3: Stable Inference (2/3)

• Obs. 3-2: Stochastic sampling is unstable
• Previous works sample 𝐙 in a stochastic way

• They sample 𝑧! ∼ 𝑞! 𝑍;𝜙 independently for each 𝑖
• Not effective if we consider the correlations of 𝐙

• We need to sample 𝐙 simultaneously for all nodes
• The space of sampling is exponential with # of nodes
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Idea 3: Stable Inference (3/3)

• Idea 3-2: We generate deterministic 𝐙 from 𝐄
• This is equivalent to using 𝐙 = argmax𝐙3 𝑞% 𝐙′

• Advantages
• We greatly improve the stability of inference
• We can still utilize the 𝐷'( regularizer on 𝑞% 𝐙
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Summary of Main Ideas

• We propose Idea 1 to model correlations
• By modeling GMRF prior of latent variables

• We propose Idea 2 and 3 to improve efficiency
• Low-rank approx. and deterministic inference

• They result in our objective function 𝑙 Θ :

:
!∈𝒱!

𝑙" <𝐱!, 𝐱! + :
!∈𝒱"

𝑙* <𝑦!, 𝑦! + 𝜆 tr 𝐙'𝐊𝐙 − 𝛼 log 𝐈 + 𝛽+,𝐙'𝐙
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Proposed Architecture

• We propose SVGA for feature estimation
• Structured Variational Graph Autoencoder

• GNN-based autoencoder for dual estimation
• GNN encoder generates latent variables 𝐙
• MLP decoders make estimations !𝐗 and Y𝐲
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Encoder and Decoders

• Graph convolutional network as 𝑓
• Make an identity matrix 𝐈 ∈ ℝ&×& as an input

• Allows 𝑓 to learn independent embeddings for nodes

• Multilayer perceptrons as 𝑔J and 𝑔K
• Estimate features and (optionally) labels, resp.
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Objective Function

• We minimize our objective function 𝑙 Θ
• 𝑙" and 𝑙# are reconstruction errors for 𝐗 and 𝐲
• 𝑙4567 is our proposed regularizer for 𝐙
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Experimental Setup

• We compare SVGA with various models:
• VAE, GCN, GAT, GraphRNA, ARWMF, SAT, etc.

• We use eight public graphs datasets
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Experimental Results (1/4)

• Feature estimation
• Q1. How accurate is SVGA in feature estimation?
• A1. SVGA performs best in two types of features

• Binary and continuous features
• We use two evaluation metrics for each type
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Experimental Results (2/4)

• Node classification
• Q2. Does SVGA help node classification?
• A2. SVGA works best with 2 different classifiers

• We train a classifier based on generated features
• SVGA outperforms baselines with both MLP and GCN
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Experimental Results (3/4)

• Observation of labels
• Q3. Do observed labels help feature estimation?
• A3. They improve the accuracy of estimation

• The dual estimation is effective for learning better 𝐙
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Experimental Results (4/4)

• Scalability
• Q4. How does running time scale with graph size?
• A4. It increases linearly with # of edges

• The running time is instant even for large graphs
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Conclusion

• We propose SVGA for feature estimation
• The main ideas are summarized as follows:

• Idea 1: GMRF prior of latent variables
• Idea 2: Low-rank approximation of the covariance
• Idea 3: Unified and deterministic inference

• We achieve SOTA accuracy in 8 real graphs
• In estimation of binary and continuous features
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Thank You!
Jaemin Yoo

Homepage: https://jaeminyoo.github.io
GitHub: https://github.com/snudatalab/SVGA
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